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1. Introduction

Safety and security are negative goals. Safety, security and
usability (SSU) are system properties. They cannot be isolated to
a component or some layer of the system. All three are pre-
requisites for system effectiveness. Ensuring SSU of an integrated
system requires a holistic view; a myopic view will mislead.

Consider the following illustration of a cybersecurity breach
among high profile industry players [1]. Three well-respected
and well-trusted global industrial leaders (Google, Apple, and
Amazon) made products involved in the 2013 hacking, theft, and
destruction of an individual’s ‘‘digital life” – purportedly for no
obvious economic or criminal reason. The victim, Mat Honan,
briefly described the incident and summarized the source of the
breach, as follows:

In the space of one hour. . .my Google account was taken over, then
deleted. Next my Twitter account was compromised... my Apple ID
account was broken into, and my hackers used it to remotely erase
all of the data on my iPhone, iPad, and MacBook.

...Apple tech support gave the hackers access to my iCloud account.
Amazon tech support gave them the ability to see a piece of infor-
mation — a partial credit card number — that Apple used to release
information. In short, the very four digits that Amazon considers
unimportant enough to display in the clear on the web are precisely
the same ones that Apple considers secure enough to perform iden-
tity verification. The disconnect exposes flaws... and points to a
looming nightmare as we enter the era of cloud computing and
connected devices. [1, page not specified]

The hackers continued to wreak havoc by posting ruinous hate-
speech to Honan’s Twitter followers, and other actions that under-
mined his reputation. And while the author admits to his own
failure to use better security safeguards, that realization is no com-
fort to him for losing the only copies of pictures he had of his child’s
first year of life because the hackers wiped his MacBook clean.

Why should anyone concerned with medical device interoper-
ability SSU take heed of this story, other than as a uniquely modern
cautionary tale? Because further examination reveals significant
dimensions of the story that relate to interoperability. Each partial
piece of information was reasonably safe on its own; separate
examination, even today, of each of these three individual corpo-
rate entities demonstrates that their policies and procedures were
reasonable and acceptable given ‘‘good practices” at that time.
Pairwise examination of each of the three entities (Google-Apple,
Google-Amazon, and Apple-Amazon) yields the same result; there
seemed to be no obvious hazards to users. It is only when the lar-
ger system is examined simultaneously that hazards begin to be
exposed. Why? Because in this case, the source of the problem
was not each individual ‘‘device”, nor pairs. The system that failed
was comprised at a minimum of the three firms, the intended user,
the malicious users with their ‘‘unintended use” of the information,
and each firm’s customer service employees following (or failing to
follow) their internal approved procedures. The mere fact that the
firms’ products were not directly interconnected, nor intended to
be interoperated, does not obviate the fact that everyone under-
stood that they would be co-located on electronic devices, would
be subsumed under identical operating systems, and would be
used together by individual consumers (and possibly malicious
users) to achieve a variety of purposes (some neither envisioned,
nor sanctioned by the companies). As such, they were then and
continue to be, interoperable products. This case illustrates one
of the subtle and more concerning difficulties associated with
interoperability – once removed from a highly controlled setting,
intentions do not necessarily have a lot to do with end use.
Although the target of the hack in the illustration above states
his ‘‘digital life was destroyed”, fortunately he did not suffer bodily
injury or death. Unfortunately, we have a decades’ long legacy of
what happens in higher stakes situations when failures in complex
systems yield catastrophic results.

Safety critical systems can be counted upon to do remarkable
things; they can also be relied upon to fail. Analyses from the Bho-
pal gas tragedy, the Challenger explosion, the Chernobyl and
Fukushima Daiichi nuclear disasters and other human-made catas-
trophes demonstrate that these tragedies were not the result of lin-
ear or even a cascade of events. Instead, they can be better
understood as the expected result of functional characteristics,
such as variability, in complex sociotechnical systems [2]; they
are, as Perrow observes, ‘‘normal” [3]. Is it hyperbole to conjure
up tragic images of catastrophic death and disaster, when dis-
cussing SSU of interoperable medical devices? Perhaps, but we
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Nomenclature

Acronyms
AAMI Association for Advancement of Medical Instrumenta-

tion
ASTM American Society of Testing Materials
AMA American Medical Association
FDA Food and Drug Administration
HCP Healthcare Provider
HDO Healthcare Delivery Organization
HIMSS Healthcare Information and Management Systems Soci-

ety
HIT Healthcare Information Technology
HL7 Health Level Seven International
HHS Health and Human Services Administration

IEEE Institute of Electrical and Electronic Engineers
ISO International Standards Organization
IT Information Technology
MDI Medical Device Interoperability
MPC Multi-Party Computation
NIST National Institute of Science and Technology
NIOSH National Institute of Occupational Safety and Health
NWD Needs, Wants, and Desires (i.e., Kano types)
OSHA Occupational Safety and Health Administration
PnP Plug & Play
SE Systems Engineering
SSU Safety, Security & Usability
US United States
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think not, as it already occurs with single medical devices used in
isolation [4]. Evidence is mounting that the health care arena is far
from immune to SSU interoperability-related issues. There are
anecdotal accounts even today from hospitals regarding metric/
imperial standard conversion interoperability problems, of the sort
that contributed to the 1999 crash landing of the $125M Mars Cli-
mate Orbiter. While metric conversion errors and unsynchronized
clocks will not cause a multimillion dollar collision in a hospital, to
fragile children in need of precise dosing calculations based upon
correct weight [5] and time interval, these mistakes can be deadly.
Alarming signs include recent reports that the healthcare industry
is highly vulnerable to SSU breaches, having been the most fre-
quent industry target for cyber-security attacks in 2015, with
nearly 90 million health records compromised at an annual cost
of more than $6 billion [6]. These events should be red-flag warn-
ings that a ‘‘patch & pray” [7,8] mindset in the medical device
interoperability domain, will likely yield a bumper crop of compli-
cations, including serious injuries and death, significant liability for
healthcare providers, healthcare delivery organizations and
involved medical device manufacturers, as well as the resultant
societal costs.

Patient stakeholders are reliant upon the intersection of
technical, regulatory and business practices for the safe, secure
performance and usability of interoperable medical devices. Unfor-
tunately, these three have conflicting requirements and constraints
that may undermine fundamental SSU. In this Viewpoint, we dis-
cuss the sometime harmonious, but frequently dissonant, context
of regulatory, technical and business challenges to the development
and performance of interoperable medical device SSU. We begin to
just barely explore putative system-oriented solutions to these
problems, while calling for restoration of historically-validated
and scientifically-demonstrated strategies. In moving forward with
medical device interoperability, it is imperative to understand
impediments, draw from ‘‘lessons learned” wherever they may be
found, implement proven strategies, and explore, refine or develop
appropriately robust system-oriented methods to test and validate
SSU of interoperable medical device systems. This clarion call seeks
to shine a spotlight on the potentially serious SSU problems that
may result when medical devices are cobbled together and applied
to patients in what essentially will become, even with the best of
intentions, uncontrolled experiments performed upon an unsus-
pecting, unconsented, and susceptible public.
2. Background

For more than fifty years, the rapid advancement and declining
cost in computing capabilities and proliferation of the Internet
have resulted in near ubiquitous reliance upon these technologies
among industrialized nations, with connectivity a central fact in
healthcare delivery [9]. This prompted collaborative global efforts
to harmonize health information technology (HIT) over a more
than three decades long commitment by the Health Level 7 [10],
NIST, ASTM, ISO, IEEE, HIMSS and other governmental and non-
governmental organizations worldwide [11]. As recently as March
of this year (2016), the US Health and Human Services’ (HHS) Cen-
ter for Medical Interoperability announced two milestones involv-
ing major industry and health delivery organization groups’ pledge
to more open sharing of non-protected/non-proprietary health
information, broader access for consumers and researchers, and
implementation of federally-recognized interoperability standards
[12,13]. Achieving this state of cooperation in US Health Informa-
tion Technology (HIT) interoperability is unprecedented, long in
coming, and the result of enormous national and international
effort. Still, despite decades of work, full HIT interoperability is
not fully realized; it is not reliable [14], and may remain only a
hope for the future without better metrics [15].

Medical device development has been similarly impacted by
the massive influx of computerization, with a somewhat parallel,
albeit more guarded, impetus toward interoperability, especially
where multi- or cross-vendor interoperability is concerned [16].
In a joint 2012 summit, the Association for Advancement of Med-
ical Instrumentation (AAMI) and the US Food and Drug Administra-
tion (FDA) acknowledged that despite extensive effort on the HIT
side, ‘‘little attention to date has been focused on the device side
of that connectivity, especially as it relates to patient safety” [17,
p. 3] and that healthcare lags behind other safety-critical industries
in its pursuit of device interoperability. Major medical professional
organizations, recognizing the promise of improved patient safety
as well as potential for risks, have passed cautiously-worded reso-
lutions in support of medical device interoperability (MDI). [18]
Arguably because of the direct risk for death or serious injury
[19] associated with the unintended failure related to command
and control of MDI, as compared with its HIT counterparts, it is
generally recognized that MDI ‘‘is an important concept that must
be defined carefully and then pursued with equal care” [11, p. 1],
with emphasis on ‘‘safety” and ‘‘intended purpose” [11, p. 10].

Nevertheless, significant work on MDI is underway, but not
without controversy in approach and goals. As with HIT, many
have called for open systems architectures, and the use, develop-
ment, and adoption of consensus standards as key strategies
toward achieving the goal of seamless MDI. ‘‘Plug and Play” [20],
a term from early IBM PC days, as it applies in this context, is the
‘‘ability of medical devices, clinical systems, or their components
to communicate in order to safely fulfill an intended purpose”
[11, p. 7]. Dr. Julian Goldman, Director of the Medical Device Plug
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and Play (MDPnP) Laboratory, a proponent of this approach to MDI,
cautions device manufacturers to consider MDI as an integral and
intended property from the outset rather than as an after-the-fact
add-on [21]. Achieving the level of communication resulting in
effective action, implied by the concept of medical device Plug
and Play, requires a high level of dynamic interoperability that only
comes about as a result of pronounced consistency and coopera-
tion among all stakeholders [11, p. 13], which as we have seen in
the evolution of HIT interoperability, may be decades long in com-
ing, arduous, and difficult to realize.
3. Technical, business and regulatory challenges

Safety and security, and usability (SSU) are consistently recog-
nized as essential Needs, Wants, or Desires (NWD) [22,23] for all
stakeholders of interoperablemedical devices. Significant technical,
business and regulatory expertise and coordination must be
brought to bear to achieve system SSU for all stakeholders. A sys-
tems view of safety for interoperable medical devices includes at
a minimum assurances of patient (PT), provider (HCP), healthcare
delivery organization (HDO), manufacturer (MFR) and societal
(SOC) ‘‘safety” (physical, psychological, social, and financial), with
system usability a critical component of both safety and effective-
ness. Fig. 1 (left-side) illustrates a simple relationship between
business, regulatory, and technical ‘‘pillars” that subtend interoper-
able medical device stakeholder SSU. Each pillar has its own or
overlapping requirements with others (Fig. 1, right-side), including
points of vulnerability and stakeholder dissonance [24] that can
impact upon the SSU of interoperating medical devices. These
important technical, business, and regulatory challenges that must
be recognized andmanaged, are discussed in the following sections.
3.1. Technical challenges

The interconnection, interaction, and integration of interopera-
ble entities can help solve existing problems in new and innovative
ways. This paradigm is well-established in engineering, science,
and the trades. Benefits are often the result of new combinations
for collecting, processing, and controlling data and physical phe-
nomena yielding new or increased efficiency and effectiveness.
As we know from functionalist linguistic theory, they require
appropriate input/output apparatus (morphology or technical
interoperability), use of a common language with a shared vocab-
ulary (syntactic interoperability), they must construct their mes-
sages in a manner that results in shared and unambiguous
meaning (semantic interoperability), so they can successfully
Fig. 1. Left: Three Pillars of Stakeholder Safety, Security & Usability. Right: Agonistic an
R = Regulatory; T = Technical).
achieve their business objectives through effective and efficient
workflows (pragmatic interoperability). The essential attributes
of systems used by people in these workflows, especially people
involved with healthcare, are safety (functional & physical), secu-
rity (functional and physical), usability, reliability, maintainability,
and affordability (see Fig. 2).

Interoperation will result in new, or previously unrecognized,
hazards. Medical device interoperability will not stop with improv-
ing clinical workflow, data sharing with HIT, or connection
between two devices. It will extend to multiple interconnected
devices and the real-time utilization of data for control of ventila-
tion, infusion, implants, and other safety-critical tasks. In contrast
to traditional IT-centric solutions in healthcare (HIT), medical
device interoperability poses a more direct and proximal risk of
death or serious injury when safety critical devices are involved
and learned individuals are not in direct, real time control of the
process.

The generation of new hazards is well understood in the phys-
ical sciences and engineering. Engineers routinely construct by
interconnecting hardware and software parts and components,
eschewing to the extent possible de novo construction. They have
tried and true principles and practices for managing both the pro-
cess and the resultant hazards: engineering design control and
engineering risk management. These have been practiced in vari-
ous forms for centuries (if not millennia), began to be formalized
in the early 20th century in systems engineering, and codified in
formal standards in the mid-20th century. General Systems Theory
[25] and Systems Engineering [26] teach multiple interacting sub-
systems give rise to system complexity and emergent behaviors.
Emergent behaviors are sequelae of nonlinear, inhomogeneous,
and non-commensurable interactions of system components that
arise at their interconnections: the interfaces. They are, by defini-
tion, a priori unpredictable and nonobvious; they also are the the-
oretical basis for requiring complete and correct system design
validations – because you cannot predict emergent system behav-
ior from a study of the behaviors of the system components alone.

There seems to be broad advocacy for a ‘‘systems engineering
(SE)” approach to interoperable medical device development
[17,27,28]. At the same time, some proponents call for apparent
shortcuts to the SE process, for example, by trying to ‘‘identify a
pathway that will not require re-validation or re-clearance of the
entire system” [28, page not specified]. Trying to streamline valida-
tion processes to foster distributed innovation may be laudable,
but in our view this is misguided and likely dangerous.

Fig. 3 depicts interconnection of multiple FDA cleared or
approved medical devices, which are presumed validated for
safety, security and usability. A basic principle of SE is that the
d antagonistic intersections of Stakeholders Needs, Wants, & Desires (B = Business;



Fig. 2. Medical Device Design Objectives (IRR = internal rate of return).

Fig. 3. Interconnection of validated components does not result in a validated system; only system validation of the interconnected system can achieve this.
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validations of the components do not mean the integrated system
of these components is validated. Emergent properties and new
risks arise at the interfaces and can only be understood through
validation of the integrated system.

Calling for a ‘‘systems engineering” approach that picks and
chooses which SE principles and practices to employ is on its face
contradictory [29,30]. ‘‘Systems engineering” without rigorous
design verifications of risk controls and design validation of the
nascent interoperable system(s) (a hallmark of the robust nature
of the SE approach), is not systems engineering!

A shortcut in the SE process will, in all likelihood, result in fail-
ures to detect preventable system problems, or worse. Not only can
and will data be corrupted or stolen, but behavior of a patient’s
ventilator, infusion pump, or implant could be modified in an
unpredictable and unsafe manner (a not-so-implausible scenario
given recent reports of ignition and locking hacker-related vulner-
abilities among Volkswagen cars [31]. This can occur not only
because of malicious actors. It can also occur as a result of subtle
flaws in the design, implementation, and interaction of device
hardware, software, and human factors engineering, especially
for instances of ‘‘intended use” the original designers never consid-
ered. Subtle flaws might not be evident or troublesome for any one
stand-alone device or with interconnection to any other single
device. But, when a third, fourth, or nth device is recruited, the
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result could be far worse, such as death or serious injury, because
the combination of current industry practices, the existing regula-
tory paradigm, and proposed ‘‘short-cuts” cannot assure safety,
security, or usability for complex interoperated medical device
systems.

3.2. Business challenges

Perhaps to an even greater extent than was evident in efforts to
harmonize HIT, a major methodological challenge in ensuring
interoperable medical device safety and security will be to protect
trade secrets and intellectual property without withholding requi-
site risk management and design information necessary to prop-
erly identify and mitigate potential hazards, as well as verify risk
reduction efforts. Device manufacturers, like all business enter-
prises, are dependent upon returns on significant investments in
research, development, and regulatory costs. As such, they legiti-
mately may be guarded about existing revenue streams from their
current, proprietary, single-vendor interoperable systems. ‘‘Best of
breed” decisions made possible through vendor-neutral interoper-
ability, while attractive for HDOs, may pose concomitant threats to
manufacturers. These types of challenges are not limited to
‘‘across” businesses, but also ‘‘within” individual businesses, where
we find closed subsystems or ‘‘silos” [32], which impede commu-
nication required for safe engineering practices and can compound
the problem of MDI. Tradeoffs that consider these business issues
will need to be balanced, but not at the expense of patient and
HCP safety.

The push to demonstrate economic advantages of MDI is also an
important business consideration for HDOs. They want assurances
of safer, more efficient, effective, and reimbursable patient care
before committing time and resources. By one estimate, billions
of dollars may be at stake annually in the US as a consequence of
direct and indirect cost savings from the widespread adoption of
functional interoperable medical devices [33]. These projected sav-
ings are largely attributable to reductions in waste, but safety fac-
tors such as error reductions are also factors [33, p. 5]. The process
of appropriately recognizing, earmarking, and equitably passing
along medical device interoperability-related savings to manufac-
turers, HDOs, HCPs, and patients (as well as private and public pay-
ers), may be difficult without significant coordination and buy-in
among all stakeholders [33]. As we discuss later on, any projected
savings will likely be offset in part by reasonably foreseeable costs
associated with the hiring of highly trained and experienced per-
sonnel necessary for the onsite configuration, upkeep, trouble-
shooting and validation of the new interoperable medical device
systems.

3.3. Regulatory challenges

At the end of January 2016, the US FDA signaled its intention ‘‘to
promote the development and availability of safe and effective
interoperable medical devices” [34, p. 1] by issuing a Draft Guid-
ance for industry. This heralds an era of potentially greater com-
plexity for the Agency charged with regulatory approval and
clearances of medical devices, without offering a satisfactory solu-
tion to the problem of risk control verification and system design
validation for medical devices as they are introduced to the inter-
operable system. Unfortunately, the existing FDA regulatory
model, like the medical device industry business models, is ill-
suited to support promotion of safe and effective medical device
interoperability. For example, the current FDA regulatory paradigm
focusses on individual medical devices from individual manufac-
turers with approximately 90% of all devices never ‘‘approved” by
the FDA, but rather administratively ‘‘cleared” for domestic mar-
keting [35,36]. The Draft Guidance proposes continued reliance
on this administrative clearance process, which will likely prove
inadequate to the task of achieving safe and secure MDI, given that
the risk level ascribed to any individual device will be altered
through its interoperability with increasing or uncertain numbers
of other medical devices [37], both individually and in combina-
tions as interoperating systems [38]. And, as already discussed,
the regulated community of manufacturers is organized as
‘‘closed” systems, rationally limiting the dissemination of their
intellectual property and proprietary technology, but also radically
limiting the availability of information to support risk control ver-
ifications and design validation of nascent systems of interoperat-
ing medical devices.

To further complicate the regulatory problem, HDOs currently
use intermediaries and staff (clinical engineers, biomedical equip-
ment technicians, and clinicians) to convert single medical devices
into an interoperable medical device system. This behavior de facto
turns the HDO into a medical device manufacturer under the cur-
rent FDA regulations [39], yet there is no oversight of the ‘‘new”
medical device systems that result. FDA’s current Draft Guidance
recommendation seems to encourage the HDO-as-manufacturer
in its tacit promotion of this type of activity and its heavy reliance
upon labeling of the interfaces, rather than rigorous compliance
with design control and risk management of new, unique interop-
erable medical device systems [34]. This is an unprecedented
approach in FDA regulation; it can be interpreted as the antithesis
of regulatory control, insofar as it represents FDA’s abrogation of its
authority and mandate to assure medical device (not component)
safety and effectiveness.

In 2014, FDA adopted the following cybersecurity definition:
‘‘Cybersecurity - is the process of preventing unauthorized access,
modification, misuse or denial of use, or the unauthorized use of infor-
mation that is stored, accessed, or transferred from a medical device
to an external recipient.” [40 p. 3, emphasis added]. Whereas, the
Department of Homeland Security’s cybersecurity definition is:
‘‘The activity or process, ability or capability, or state whereby infor-
mation and communications systems and the information con-
tained therein are protected from and/or defended against damage,
unauthorized use or modification, or exploitation.” [41, emphasis
added]. The FDA’s modified definition of a generally-accepted
nomenclature is an IT-centric, information-focused construction
that effectively defines away all but information transfers to exter-
nal recipients, eliminating unexpected and flawed communica-
tions and communications systems among two or more medical
devices. Given this world view, it is not difficult to understand
why the FDA might believe that mere labeling, which does not
address critical issues of integrated system risk management and
design validation, may be adequate to ensure the safety and effec-
tiveness of interoperable medical devices.

It is important to recognize that from a human factors and ergo-
nomics engineering perspective, the FDA recognizes the needs of
the anticipated user in their draft guidance. What they do not
explicitly recognize is the added complexity and implications for
the user(s) in the enhanced use environment(s) engendered by
the interoperating devices. Much as in the case of ‘‘alarm fatigue”
that results from the uncoordinated layering of devices and their
alarms (another, albeit rudimentary, interoperability problem) that
overload already burdened users [42], if done haphazardly, MDI
risks introducing a similar cacophony of safety–related regulatory
and technical challenges going forward. Validating the usability of
individual interoperable devices, or pairs of devices, or even the
device with a representative of a class of interoperable devices
[34, p. 9] again misses the point of systems engineering; the usabil-
ity of each nascent system of devices must be subjected to the
appropriate risk control verifications and system design validation,
just like each individual medical device design (comprised of its
interconnections of parts and components) must be verified and
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validated. These usability-related issues add to the regulatory
conundrum and raise formidable technical and business challenges
in their own right, beyond those already identified, which we
attempt to begin to address in the following discussion section.
4. Discussion and recommendations

Despite the important business, technical and regulatory chal-
lenges, as well as risks that have been identified already and those
not-yet exposed, we still need, want, and desire interoperable
medical devices for the enormous potential benefit they might
offer all stakeholders. It is tempting to conjecture detailed interface
information, such as the FDA’s emphasis on labeling, can avert new
or unrecognized hazards, but this likely will fall far short. It is also
unlikely that the FDA can easily change its regulatory model [43] or
that industry will alter its business models. We could just proceed
with clinicians and HDO staff undertaking the responsibility (and
legal liability) of interconnecting medical devices into systems on
their own. This is certainly one interpretation of the FDA’s current
draft guidance with its reliance upon labeling the interfaces; but,
labeling (a form of administrative control or warning) provides lit-
tle assurance of operational safety and is ranked low in the hierar-
chy of prevention or risk control (e.g., according to OSHA, NIOSH,
ISO). It is possible that systems integrators could undertake to
study, test, and submit some combinations of devices for FDA
clearance, but that would markedly reduce the extent of innova-
tion at the front lines of healthcare. Understanding each individual
device interface is necessary, but not sufficient (even in the pres-
ence of extensive harmonization), for risk identification, risk con-
trol verification, and system design validation of the
(increasingly) complex interoperable medical device systems that
will be inevitable. HDOs will likely move to improve their internal
resource capabilities and expertise to begin to tackle the issues
posed by interoperable medical devices within their specific set-
ting, much as they had to establish and expand IT departments
with the introduction and growth of computers, and to hire
biomedical technicians and clinical engineers to handle the prolif-
eration of electronic devices. The decentralized build-up of exper-
tise among HDOs, while somewhat inevitable, is not a wholly
comforting nor systemic resolution to the problem; it leaves far
too much up to individual competence, or lack of.

So, how can we share the requisite engineering design informa-
tion to perform system risk analysis and validation without reveal-
ing proprietary and confidential information? Currently in use in e-
commerce, there is an approach, secure Multi-Party Computation
(MPC), which is a cybersecurity method for secretly sharing confi-
dential data, while analyzing and openly disseminating the results
of computations on the combined data set [44]. It should not
require altering business models or regulatory paradigms. Secure
MPC is a relatively new subfield of cryptography developing proto-
cols that allow various entities (individuals, organizations, etc.) to
compute some function over a joint set of inputs, while maintain-
ing the privacy of each entity’s own inputs. So, using a simplistic
example, if we wished to create an interoperable medical device
system using five different devices (from five different companies),
each device manufacturer could secretly share their risk analysis
(in some standardized format) and the overall risk analysis would
be computable without disclosing any single manufacturer’s speci-
fic risk analysis. Whether MPC is robust enough for this task is
unknown, but it is a methodological prospect worthy of pursuit.
Manufacturers and the FDA could utilize Secret Sharing protocols
that would permit secure risk management computation of any
combination of interoperable medical devices. This would allow
each manufacturer to view the resultant hazard identification
and risks, without (in principle) any individual manufacturer’s con-
fidential information being disclosed. The MPC approach might
prove viable for improved interoperability at the software and
hardware level, but it would not resolve all obstacles. First, it will
only be as good as the validity of the worst data set. Second, it does
not eliminate the need for human factors and ergonomics (HF &E)
validations at the front-line of care, which present additional and
perplexing methodological challenges.

Conducting observation of the users in the front-line use envi-
ronment is optimal for HF &E usability validations of MDI. But as
we well know, this can be difficult, labor intensive and capricious
in the highly dynamic, uncertain and complex socio-technical sys-
tem that is healthcare. Further complicating that approach is that
the healthcare system, must of necessity and by law, safeguards
privacy. Efforts are ongoing and should be ramped up to system-
atize and simplify the process of human factors and usability test-
ing of complex interoperable medical devices. This includes
determining the appropriateness of virtual test environments
(i.e., the graphical programming paradigm espoused by, among
others, National Instruments and their LabView tool that is used
extensively for decades in test engineering) [45], development
and testing of use case scenarios and other types of simulations
as is being done in the MD PnP Lab [46], and other approaches,
including training of physicians, nurses and other HCPs using
high-fidelity patient simulators in mock care units, and the use
of avatars in ‘‘virtual” environments.

We also need more research and development of formal meth-
ods and practical principles of the sort advocated and studied by
Thimbleby and colleagues at Swansea University, that would aid
in designing and assessing complex adaptive systems, which could
be valuable for interoperable medical device systems’ study and
testing [47]. Exploring appropriate systems-level frameworks, such
as Hollnagel’s Functional Resonance Analysis Method (FRAM)
method for modelling non-trivial socio-technical systems [48] is
another area worthy of investigation. The FRAM method could be
applied either prospectively for non-linear risk assessments that
may lend insight into otherwise unanticipated threats, or retro-
spectively for analysis of adverse events that occurred, associated
with interoperable medical device systems.

Going forward with the design and development of interopera-
ble medical devices, we cannot ignore fundamental safety princi-
ples, in favor of insufficiently tested ‘‘modern” approaches. The
hierarchy of safety, wherein inherent safety or safety-by-design
trumps the weaker safety strategies of engineering controls, per-
sonal protective equipment, or labeling and training, must be
embedded in the systems integration processes. Redundant safety
systems, fail-safe and fail-secure modes, and interlocks are impor-
tant elements of system electrical, mechanical, and software safety
that may be employed in interoperable medical device design. Sys-
tems engineering is generally recognized as one of the most robust
tools we have in achieving interoperable (medical) device safety
and it is the central underpinning of medical device development
at the present. It is widely used in other high risk sectors, including
the aero-space/aviation, automotive, nuclear and other safety-
critical industries. Its principles and practices have also been cod-
ified in software engineering [49]. Undermining the SE process by
creating short-cuts or removing critical steps in the process is a too
risky proposition, unless and until another approach (such as
mathematically rigorous formal methods [50]) can be proven time
and again to be more reliable. Human factors and ergonomics
should be considered early and often in the design and implemen-
tation phases of interoperable medical device development; all the
human users (from all the different user groups) in the use envi-
ronment are a critical, but often under-considered, component of
system safety. Currently FDA, as well as international consensus
standards (e.g. ISO 13485/14971) and industrial sectors (e.g. aero-
space, automotive, etc.), require the implementation of rigorous
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quality management systems that include design control and risk
management for individual products. This includes thorough risk
analysis, system verifications and validation, as well as post-
market vigilance/surveillance activities, such as sentinel event
(safety signal) recognition and corrective and preventive actions
(CAPA), followed by re-validation of the proposed mitigations. It
also requires the development of standard operating procedures
and their adherence. These principles and practices have been
developed over decades to prevent and appropriately respond to
adverse events and to protect stakeholders – all the stakeholders;
they should not be cast aside quickly in the quest for potential
short-term benefits of MDI.

Safety and security are negative goals, manifested by the
absence of harm. Failures to ensure safety and security can, on
the other hand, be seen on a daily basis across all fields of endeavor
and often involve limitations in usability; these failures are often-
times attributed to ‘‘unintended consequences”. That is not accept-
able. With MDI, we can and must systematically anticipate hazards
and control risks through effective prevention and mitigation mea-
sures at all phases of the interoperability lifecycle. We must also
foster better and systematic reporting of adverse, sentinel events
for their lessons learned and corrective action. Watering down
the processes designed to maximize safety in the name of protect-
ing innovation or trade secrets cannot be acceptable, but neither
should we adopt processes that threaten innovation and intellec-
tual property. We should anticipate that there will be substantive
stakeholder dissonance between the regulator, regulated industry,
deploying organizations, and providers/consumers of healthcare
that will likely hinder the process of safe and effective MDI. Med-
ical device interoperability will depend on recognizing areas of
stakeholder dissonance and developing methods, procedures, and
validated metrics to ensure reasonable safety, security, usability
and evidence-based clinical effectiveness. Identifying the means
for the successful sharing of engineering data to expose system
integration risks and design flaws, before patients and providers
are put at risk of harm, will be a critical step in resolving technical,
business, and regulatory challenges to the safety of the interoper-
able medical device enterprise. Throwing out years of safety
knowledge and well-established methodological approaches is
not the solution; stepping them up and trialing them within in
the context of modern methods, such as MPC Secret Sharing,
graphical programming test methodologies, and formal methods
that would help design and assess complex adaptive systems to
meet the complex risks and challenges posed by medical device
interoperability seems to us a more rational course of action.
5. Conclusions

There are pressing and predictable SSU vulnerabilities facing
MDI. It will be incumbent upon biomedical informatics, with its
interdisciplinary perspectives and methodologies, to confront
many of them. This includes tackling the following vexing
problems:

(1) How do we protect legitimate proprietary interests, while
providing sufficient technical information that supports risk
management and integrated system design validation of
interconnected medical devices in our current regulatory
climate?

(2) How do we systematize and simplify the study and valida-
tion of interconnected system usability of interoperable
medical devices?

In our discussion, we identified a few modern approaches, that
we believe are promising and warrant further investigation and
research. Still it is our firm position that basic systems engineering
and risk management principles and practices, which are not
always in evidence in the pursuit of SSU MDI, must come first;
without those as a minimum, we cannot even consider the more
sophisticated methods.

Recognizing and resolving stakeholder dissonance - the explicit
and implicit conflicts between the NWDs of different stakeholders
as evidenced by errors, workarounds, and threats to patient and
provider safety and organizational profitability - will be a central
and iterative challenge for realizing safe, secure, usable, efficient,
effective, and reimbursable interoperable medical devices.

In the final analysis, SSU MDI will be hard to achieve, especially
given the dynamism that characterizes HDO environments. How-
ever, we cannot subscribe to the seemingly pervasive notion that
MDI is such a unique and technological imperative that it warrants
eschewing rigorous applications of proven scientific and engineer-
ing principles and practices. For their part, HDOs should act upon
the Joint Commission’s call for ‘‘high-reliability health care” [51],
which will do much to contribute to SSU of interoperable medical
devices at the local level. Over-reliance upon labeling, and seeking
ways to shortcut validation of the entire system, especially in the
absence of more robust techniques, does not bode well for success.
Deviations from first principles threaten stakeholder safety and
undermine the viability of MDI. Innovation in the absence of safety
and security is not innovation. We agree with Mary Logan, Presi-
dent and CEO of AAMI when she recently warned of ‘‘Systems
Overload”:

. . .we need a greater scientifically focused commitment to a sys-
tems approach. . .before we have major disasters as a result of
our cobbled-together solutions that we developed with the very
best of intentions in our silos and comfort zones of expertize

[[52, page not specified]]

In balancing society’s collective interest to benefit from MDI
innovation against threats to individual safety and security, it will
be important to keep in mind the generally-held primacy of non-
malfeasance, ‘‘first, do no harm”, which usually supersedes its
bioethical corollary to ‘‘do good”. Proceeding with caution, observ-
ing well-established safety, security and usability principles and
system validation, followed by (or in concert with) careful testing
of new approaches (and re-testing for reproducible results), is in
our mind, the most responsible and most productive path to har-
vesting the potentially enormous benefits of MDI, while avoiding
the potentially catastrophic harms.
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