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Abstract. Healthcare information technology (HIT) is being offered as a transformer of modern healthcare delivery systems.  
Some believe that it has the potential to improve patient safety, increase the effectiveness of healthcare delivery, and generate 
significant cost savings.  In other industrial sectors, information technology has dramatically influenced quality and profitabili-
ty – sometimes for the better and sometimes not.  Quality improvement efforts in healthcare delivery have not yet produced the 
dramatic results obtained in other industrial sectors.  This may be that previously successful quality improvement experts do 
not possess the requisite domain knowledge (clinical experience and expertise).  It also appears related to a continuing miscon-
ception regarding the origins and meaning of work errors in healthcare delivery.  The focus here is on system use errors rather 
than individual user errors.  System use errors originate in both the development and the deployment of technology.  Not re-
cognizing stakeholders and their conflicting needs, wants, and desires (NWDs) may lead to stakeholder dissonance.  Mistakes 
translating stakeholder NWDs into development or deployment requirements may lead to latent errors.  Mistakes translating 
requirements into specifications may lead to drift errors.  At the sharp end, workers encounter system use errors or, recognizing 
the risk, expend extensive and unanticipated resources to avoid them. 
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1.  Introduction 

Healthcare information technology (HIT) is being 
offered in the United States (US) as an important 
element in the transformation of modern healthcare 
delivery systems [5, 28, 15].  Relatively low imple-
mentation success rates and misguided beliefs of its 
role calls into question HIT’s ultimate impact on 
quality and cost-effectiveness [23, 4].  The healthcare 
delivery business tends to be revenue constrained.  
Most revenues are from private and public third-party 
payers and are relatively inelastic.  Capital equipment 
and consumable supply costs are inflated due to vari-
ous market factors, including US federal regulation.  
As a result, increasing revenues cannot solve existing 
problems and extracting cost-savings from existing 
processes through quality improvement appears to be 
the best way forward.  Quality assessment and im-
provement in healthcare has been an active endeavor 
in the US at least since 1992 [17]. 

The sole purpose for development and deployment 
of any product, process, or service is an attempt to 
meet some or all the stakeholders’ needs, wants, and 
desires (NWDs).  A stakeholder is a well-established 
management concept [25] and refers to any individu-
al, or group of individuals, who have an ability to 
affect the outcome of an endeavor in a positive or 
negative manner.  Stakeholders may be characterized 
by their evolving and often conflicting NWDs (Need 
– a basic need or “I must have it”, Want – a perfor-
mance need or “I would like to have it”, and Desire – 
a latent need or “I’ll know it when I see it”).  Stake-
holder dissonance describes conflicting NWDs that 
result in errors, workarounds, and threats to patient 
safety and organizational profitability [8].  Conflict-
ing NWDs often arise following changes to organiza-
tional work processes very often associated with the 
introduction of new technologies. 

Job redesign [1] is a key tool in quality improve-
ment and has been studied and applied across the 
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whole spectrum of workers, including physicians [16, 
20].  Job redesign affects the character of work, in-
cluding workflow, workload, and worker satisfaction; 
it may be intentional or inadvertent.  *Changes in the 
character of work following introduction of HIT are 
associated with errors, workarounds and threats to 
patient safety implying that it may be creating stake-
holder dissonance [8]. 

2.  Quality and improvement 

The quality movement traces its roots back to the 
13th century, when craftsmen began organizing in 
guilds [3].  These guilds developed strict rules for 
product and service quality and inspection commit-
tees enforced the rules with a special mark; the 
craftsmen added a second mark, which ultimately 
became a symbol of the craftsman’s good reputation 
… for good quality.  Following the Industrial Revo-
lution, the craftsmen’s trades were divided into spe-
cialized tasks.  Later, these tasks were further subdi-
vided into simple operations and the craftsmen were 
essentially eliminated in many industrial sectors.  
While this dramatically increased productivity, it 
often had the opposite effect on quality.  This led to 
the use of inspectors, who would prevent poor quality 
products from reaching customers.  Inspection alone 
proved inadequate and in the 20th century quality 
management moved successively through statistical 
quality control, quality assurance, and strategic quali-
ty management.  This was the process approach to 
quality practices, a process being defined as a group 
of activities that accepts an input, adds some value, 
and produces an output.  This was followed by busi-
ness process reengineering, whose objective was ra-
pidly to redesign strategic processes to optimize the 
workflow and productivity of an organization.  At the 
same time, a wide variety of continuous quality im-
provement techniques were developed and proved 
successful in non-healthcare industrial sectors.  They 
included two complimentary techniques: “lean” [19] 
whose objective is to optimize the adding of value by 
eliminating waste in the serial and parallel sequences 
of related processes (the value stream) and “six sig-
ma” [27] whose objective is to minimize process 
variability. 

 Outside the healthcare delivery domain, where 
quality is more readily defined in individual industri-
al sectors for individual products and services, quali-
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ty improvement often had dramatic beneficial effects.  
Quality improvement practitioners in these domains 
often developed a high degree of expertise and im-
pressive track records – but these seemed not to 
translate well into the healthcare delivery domain.  In 
part, this may be due to the quality improvement ex-
perts’ lacking the requisite domain (craft) knowledge.  
Figure 1 illustrates this, showing the quality im-
provement solution space as a function of both do-
main knowledge and quality improvement know-
ledge.  But this cannot be the complete explanation.  
In part, it also may be attributable to difficulties aris-
ing from the inherent tension between the search for 
high throughput and the involvement of primarily 
professional workers (craftsmen).  But neither can 
this be the complete explanation.  We also must con-
sider how the quality objective is defined in the 
healthcare delivery domain. 

 

 
 
Fig. 1 Quality improvement solution space illustrating the region 
requiring combined clinical and engineering expertise.  

 
There exist a myriad “definitions of quality” and 

many believe that the concept of quality is elusive.  
However, a human-centered definition of quality 
subsumes all others I have examined; it is: quality is 
the degree to which the needs, wants, and desires of 
all the stakeholders have been satisficed [8,11].  The 
term satisfice is presumed to be a contraction of the 
terms satisfy and suffice coined by Simon [14], who 
defined it as obtaining a good result that is good 
enough, though not necessarily the best, for each 
stakeholder.  Berwick [7] identifies six dimensions of 
healthcare performance: safety, timeliness, effective-
ness, efficiency, equity, and patient-centeredness.  
These are not independent dimensions of quality [11] 
and are thus inappropriate for quality improvement 
efforts.  Using interdependent dimensions of quality 
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with an implicit assumption that they are independent 
may undermine the effectiveness of both the analyses 
and the subsequent interventions. 

Four quality dimensions that are independent and 
subsume these six are: Safety, Effectiveness, Effi-
ciency, and Satisfaction (SEES) [12, 11].  These cor-
respond to the top-level NWDs for all stakeholders 
[12] – though different stakeholders may define them 
differently.  The first three are objective measures 
(safety, effectiveness, and efficiency).  The fourth 
(satisfaction) is a set of five subjective measures 
(perceived effectiveness, perceived efficiency, engag-
ing, error tolerant and easy to learn) [11].  

Safety is not just a matter of avoiding physical, 
psychological, or socioeconomic injuries to patients, 
but also avoiding such injuries to other stakeholders, 
including clinicians, support staff, and healthcare 
delivery organizations.  Effectiveness is not only 
provision of evidence-based “treatment”, but also 
provision of that treatment to all where (location) and 
when (timeliness) they may benefit; “treatment” 
needs to be understood in the broadest sense for all 
stakeholders (not just receiving a pill, but also having 
your work structure changed, your reimbursement 
terms altered, etc.).  Efficiency is about avoiding 
wasting resources, but is totally dependent upon 
where you draw your system boundary (your frame 
of reference), since only what crosses the system 
boundary may be included in an efficiency calcula-
tion [24].  Timeliness is not an orthogonal quality 
dimension; it is an element of effectiveness (provid-
ing treatment at a time it will be beneficial), efficien-
cy (not wasting time), and satisfaction (because, as 
previously stated, satisfaction is a function of per-
ceived effectiveness and perceived efficiency).  Pa-
tient-centeredness (while the raison d’être of health-
care delivery) is not an independent dimension of 
quality; it is but one of a number of foci of the com-
plete set of stakeholders that must be balanced in the 
implementation of a rational healthcare delivery sys-
tem.  Finally, equity (providing care invariant over 
demographic and socioeconomic status) does not 
survive careful analysis as an independent quality 
dimension (even though it is very attractive from a 
social justice perspective).  Inequitable distribution of 
care jeopardizes the safety of some patients, is inef-
fective from a public health perspective (think of 
herd immunity), is inefficient from a national eco-
nomic perspective (think of who is paying for whom 
to go to the emergency room), and is dissatisfying to 
many of the stakeholders (not all of whom are merely 
the recipients of inequitable care) [11]. 

3.  Complexity and errors 

Introducing human actors (a term that subsumes 
end-users) into any endeavor dramatically increases 
the possible number of incorrect or inappropriate 
responses of a “simple” hardware/software system.  
Human actors, and their organizations, drastically 
increase system complexity.  Introduction of HIT in 
healthcare delivery is an example of essential com-
plexity; it is unrealistic to believe that “simple” solu-
tions will adequately address the requisite solution 
space (Figure 1).  Unfortunately, this compounds the 
already nonlinear, and often stochastic, coupling 
among healthcare delivery system components, lead-
ing to what may be characterized as a hypercomplex 
system – a polycentric system with complexity (the 
HIT) inscribed within complexity (the existing 
healthcare delivery system) [21]. 

Complex systems have emergent properties; they 
are the result of component interactions at the inter-
faces that are not readily predictable without appreci-
ation of the system as a whole.  Emergent properties 
may be useful, benign, annoying, or dangerous; in all 
instances, they arise at system interfaces, especially 
the human-system interfaces.  Not fully appreciating 
human-centered system complexity has been an im-
portant obstacle in the development and deployment 
of essential systems.  We now recognize that devel-
opment-induced and deployment-induced errors are a 
serious problem, may become critical safety issues, 
and are an important source of reduced quality.  They 
are rarely eliminated merely with labeling or user 
training! 

 

 
 
Fig. 2 Human-centered system complexity model illustrating four 
levels of human-system interfaces.  Adapted from [12]. 

G.M. Samaras / Reducing Latent Errors, Drift Errors, and Stakeholder Dissonance1950



Figure 2 models the range of interfaces from indi-
viduals and their tools to groups of individuals oper-
ating towards putatively common goals.  There are 
both overt and covert aspects to these human-system 
interfaces.  It is these overt and covert human inter-
faces that are the basis for stakeholder NWDs in any 
system.  Unmitigated conflicting NWDs among sys-
tem stakeholders lead to stakeholder dissonance and 
often result in the opportunities for system use errors. 

Errors are epiphenomena of complex system inter-
faces.  They are symptoms, not root causes.  Figure 3 
shows a taxonomy of such errors organized by error 
category versus error type.  In the category of system 
use errors, Reason [18] has distinguished active er-
rors (the result of known development/deployment 
“bugs”) and latent errors (the result of unknown de-
velopment/deployment “bugs”).  Dekker [26] identi-
fies drift errors – a misguided, usually slow, incre-
mental progression of systems operations taking the 
tool beyond the designed safety envelope.  Finally, 
we have malicious corruption of the tool by non-end-
users (sabotage).  Human errors in the system use 
and individual user categories are not mutually ex-
clusive; very often failures occur when multiple con-
tributors err – each necessary, but only jointly suffi-
cient [6], resulting in failure. 

 

 
 
Fig. 3 Human-centered error taxonomy illustrating the difference 
between a system use error and an individual user error. 

 
Our focus here is on system use errors, not indi-

vidual user errors.  Errors associated with malicious 
behaviors are also not considered.  While all errors 
appear only when the system is being used by the 
individual user, system use errors may be viewed as 
properties of the system, whereas individual user 
errors must be viewed as properties of the individual.  
The source of system use error opportunities for end-
users is the developing and deploying organizations, 

not the end-users.  This is an important distinction; 
the HIT manufacturer is not the only source of sys-
tem use errors; the HIT deployer may compound 
development-induced system use errors or introduce 
new system use errors. 

4. Development & deployment processes 

In order for HIT to be introduced into the health-
care delivery system, first it must be developed by a 
manufacturing organization and then it must be dep-
loyed by a user organization.  Figure 4 graphically 
describes origins of active, latent, and drift system 
use errors during HIT development.  Inadequate 
identification of all the stakeholders or their NWDs 
invariably leads to ignorance of conflicting stake-
holder NWDs.  The system development require-
ments (design inputs) are a subset of the stakeholder 
NWDs chosen because they are technologically and 
economically feasible at the beginning of the devel-
opment effort.  Missing or misunderstanding stake-
holder NWDs may result in flawed design inputs.  
Missing or misunderstanding design inputs may re-
sult in flawed system specifications (design outputs – 
which are the engineers’ work product).  

 

 
 
Fig. 4 Generation of system use errors: active (Hazard #2), latent 
(Hazard #1) and drift (Hazard #3).  Adapted from [10, 13]. 
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Flawed design inputs can result in latent “bugs”, 
because engineers do what they know works regard-
less of the documented requirements (the green line 
is blocked by the use of traditional engineering speci-
fications).  Well-intentioned subsequent changes in 
system specifications permit the flaw, no longer la-
tent, to appear in the physical implementation of the 
system.  Missing or misunderstood design outputs 
may set the stage for drift into failure.  Well-
intentioned subsequent variations in manufacturing 
or maintenance may push the system beyond its de-
signed safety envelop allowing a no-longer hidden 
hazard to appear. 

Figure 4 could also be constructed to show dep-
loyment-induced active, latent, and drift system use 
errors.  The stakeholders now would be identified 
with far more specificity.  Their NWDs would be the 
basis for the deployment requirements.  The deploy-
ment specifications would be documented as confi-
gurations, standard operating procedures (SOPs), 
work instructions (WIs), and any associated training 
materials, while the implementation is what is collo-
quially called “going live”.  The new SOPs/WIs im-
pact job redesign, workflow, and workload; they may 
improve quality or diminish it. 

Figure 4 also shows the critical limitation of sys-
tem validation [10], which is the empirical demon-
stration that the system as implemented conforms to 
the design inputs.  System validation is the only de-
fense against errors of the third kind – “correctly 
solving the wrong problem” [9]. If a hazard does not 
exist as a system property when the validation is 
conducted, it cannot possibly be detected.  Since va-
lidation is based solely on testing the implemented 
system against the documented design inputs, if a 
design input is absent (a latent flaw), the tool will 
incorrectly pass validation testing.  In the case of 
periodic revalidations after deployment (routinely 
required in pharmaceutical manufacturing), mainten-
ance requirements that were not anticipated (another 
latent flaw) or that deviate from the original design (a 
drift towards failure) may also result in the tool in-
correctly passing re-validation. 

Considering the development and deployment 
processes independently obscures the critical linkag-
es between these lifecycle processes and how devel-
opment and deployment system use errors may be 
propagated or mitigated. 

 

 

 
Fig. 5 Linkages in development, deployment, and post-deployment lifecycles. Adapted from [11]. 

 

5. Defense against system use errors 

Development and deployment lifecycles are linked 
(Figure 5) permitting system design flaws to be prop-

agated or even compounded from development 
through deployment to the individual users, who ex-
perience these system properties as system use errors.  
These lifecycles are iterative processes.  Their inhe-
rent linkage permits reduction or expansion of system 
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use error opportunities.  For example, extension by 
the developer of concurrent engineering practices to 
include representatives of the deploying organiza-
tions during initial development (not after the system 
has been sold and is being “fixed”) offers a path to 
reduced development-induced system use errors or 
recognition of these errors during deployment design. 

The deploying organization may also minimize 
deployment-induced system use errors by focusing 
on detailed stakeholder identification, soliciting 
stakeholder SEES perspectives, and translating these 
to NWDs.  This permits identifying NWD conflicts, 
which may then be prioritized for mitigation based 
upon risk.  Stakeholder dissonance mitigations in the 
chosen configurations and SOPs/WIs need to be veri-
fied and the deployment design must be validated 
prior to “going live”.  Typically, validation occurs in 
a restricted, but representative, setting.  As with 
product design validation, deployment design valida-
tion is far more cost-effective before deploying the 
system to the users.  The cost of fixing deployment-
induced system use errors, as well as propagated de-
velopment-induced system use errors, is well-known 
to be orders of magnitude more costly after the sys-
tem has “gone live”. 

Reducing stakeholder dissonance, latent and drift 
system use errors is not the same as completely eli-
minating them.  A third lifecycle process (Figure 5) 
needs to be linked to the development and deploy-
ment lifecycle processes.  A post-deployment surveil-
lance process characterized by systematic collection 
of quantitative quality metrics and comprehensive 
complaint management can lead to early (and far less 
costly) corrective and preventive actions that may 
feedback to both the deployment and development 
designs. 

6.  A familiar example 

Nurses and pharmacists are quite familiar with 
prescriber orders being found in a comment field of a 
computerized provider order entry system.  One 
might be tempted to claim that this is an intentional 
individual user error, not a system use error; if that 
were the case, it would be malicious behavior by the 
prescriber (Figure 3).  This might be the result of 
time pressure or affective behaviors motivated by 
anger or frustration causing the prescriber to take 
temporarily a path of least resistance.  There is a 
greater likelihood that the prescriber is not behaving 

maliciously and that this is the expression of a system 
use error. 

  Figure 6 shows a partial root cause analysis using 
an Ishikawa diagram, which is one of the seven basic 
tools of quality [2].  This is a deductive analysis of 
the order entry event.  Active system use errors that 
could be responsible include usability issues such as 
difficulty navigating to the desired screen or the par-
ticular drug is not available in the hospital’s custo-
mized drug library. Latent system use errors that 
could be responsible include a software defect on the 
particular screen or defective user training and sup-
port procedures in the hospital.  Drift system use er-
rors might include a flawed software upgrade that 
eliminated the custom drug library (so the drug could 
not be selected from the drop-down list) and/or fail-
ure of the rapid response team to properly re-validate 
the system after the software upgrade and before re-
deployment. 

 

 
 
Fig. 6 Partial root cause analysis of undesirable order entry event. 

 
So, while it is simple to blame the prescriber who, 

after all, was clearly the one that actually “did it”, 
this conclusion is logically flawed; end-user sanc-
tions, counseling, retraining, or job redesign will 
NOT address system use errors. 

7. Conclusion 

Quality improvement requires both a clear under-
standing of quality’s independent dimensions in the 
healthcare delivery domain and how to diagnose and 
treat errors that adversely impact quality.  Four mea-
sureable dimensions of quality (SEES) have been 
discussed; three are objective measures and the 
fourth requires a set of subjective measurements.  

G.M. Samaras / Reducing Latent Errors, Drift Errors, and Stakeholder Dissonance 1953



Soliciting SEES perspectives from all the stakehold-
ers permit identification of their NWDs and potential 
conflicts [11].  Well-characterized stakeholder 
NWDs support the formulation of complete and cor-
rect design inputs.  Properly operationalized design 
inputs support the engineering of complete and cor-
rect design outputs; they also provide the basis for 
complete and correct system validations. 

Minimizing human error first requires that we rec-
ognize which humans err.  This requires that we dis-
criminate between system use errors and individual 
user errors; each may be characterized by the same 
four types of behaviors (Figure 3).  The focus here 
has been on system use errors, not individual user 
errors.   

System use errors are generated by the developers 
and deployers of the HIT system.  Reducing latent 
errors and drift errors in HIT initially requires identi-
fication and reduction of stakeholder dissonance.  
Fundamentally, this is a requirement that both the 
developer and the deployer fully recognize and un-
derstand ALL the stakeholders (both as individuals 
and as organizations), their work and work environ-
ment, and the human interfaces to the HIT. 

Development-induced system use errors may be 
reduced by extending concurrent engineering practic-
es to include deployer representatives – an interdis-
ciplinary participative cooperative approach [22] 
often called Team Science [23].  Deployment-
induced system use errors may be reduced by forma-
lizing the deployment design process that focuses on 
job design, workflow, workload, and work quality 
(SEES) – realizing that the objective should be min-
imum excursions from already working processes 
and procedures. 

If healthcare delivery quality improvement is to 
match the great successes in other industrial sectors, 
the quality improvement experts must have the requi-
site domain knowledge (clinical experience and ex-
pertise).  While interdisciplinary teamwork is impor-
tant, diagnosing and treating quality problems in 
healthcare delivery appears to demand intuitive un-
derstanding of clinical practice.  There is certainly 
evidence of clinicians seeking engineering or quality 
improvement training; there is also evidence of quali-
ty improvement professionals seeking clinical know-
ledge.  For the most part (there are notable excep-
tions), this seems to have been unsatisfactory, in that 
the clinicians really never attain the requisite engi-
neering skill set and the engineers really never incul-
cate the clinical mindset.  As with every other societ-
al problem, there are short-term solutions (utilizing 
only independent, domain relevant dimensions of 

quality in quality improvement research and practice), 
medium-term solutions (modifying HIT development 
processes and HIT deployment processes to focus on 
all the stakeholders and stakeholder dissonance), and 
long-term solutions (interdisciplinary training of en-
gineer-clinicians). 
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